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ABSTRACT

The advent of Large Language Models (LLMs) has ushered in a new era of possibilities in artifi-
cial intelligence, yet it has also introduced the challenge of hallucinations—instances where mod-
els generate misleading or unfounded content. This paper delves into the multifaceted nature of
hallucinations within LLMs, exploring their origins, manifestations, and the underlying mechan-
ics that contribute to their occurrence. We present a comprehensive overview of current strategies
and methodologies for mitigating hallucinations, ranging from advanced prompting techniques and
model selection to configuration adjustments and alignment with human preferences. Through a syn-
thesis of recent research and innovative practices, we highlight the effectiveness of these approaches
in reducing the prevalence and impact of hallucinations. Despite the inherent challenges, the paper
underscores the dynamic landscape of AI research and the potential for significant advancements
in minimizing hallucinations in LLMs, thereby enhancing their reliability and applicability across
diverse domains. Our discussion aims to provide researchers, practitioners, and stakeholders with in-
sights and tools to navigate the complexities of hallucinations in LLMs, contributing to the ongoing
development of more accurate and trustworthy AI systems.

Note:

To improve readability, I used AI as an assistive tool for writing this paper. The paper was later not accepted to ArXiV
(a first for me). While this was never confirmed by ArXiV editors, who only gave vague reasons like originality of
the paper, I am fairly confirmed that the decision the manuscript was rejected was because of the use of AI and the
fact that I was not disclosing. This is a very unfortunate application of rules for a site like ArXiV, and I would have
appreciated they had given me a chance to respond.

1 Introduction

The phenomenon of ”hallucinations” in Large Language Models (LLMs) [1] represents a significant challenge in the
field of artificial intelligence, with implications for both theoretical understanding and practical applications. Despite
the recent surge in research, including comprehensive surveys and analyses [2, 3, 4], a gap remains in translating these
insights into actionable strategies for real-world scenarios. Drawing from extensive literature review and firsthand
experience in addressing hallucinations across diverse applications, this paper aims to bridge this gap, offering a
nuanced exploration of the mechanisms, implications, and mitigation strategies for hallucinations in LLMs.

2 Hallucinations in Large Language Models: Definition and Context

A hallucination in an LLM is defined as ”the generation of content that is nonsensical or unfaithful to the provided
source” (see ”Survey of Hallucination in Natural Language Generation”[5]). This terminology, although rooted in
psychological parlance, has been appropriated within the field of artificial intelligence, albeit not without controversy.
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The term ”hallucination,” traditionally associated with sensory perceptions in the absence of external stimuli, as per the
Wikipedia definition1, has been repurposed in AI to describe a distinct phenomenon. This linguistic shift has sparked
debates centered around three primary concerns. On the one hand, the usage of ’hallucination’ might erroneously
imply a semblance of consciousness or perception in LLMs, which operate purely on data-driven patterns rather
than sentient perception or imagination. Furthermore, according to critics, the term could obscure the understanding
of LLM operations, which are based on statistical patterns and do not involve cognitive processes like ’seeing’ or
’imagining’. Finally, describing AI outputs as ’hallucinations’ may undermine the seriousness of potential risks posed
by incorrect or misleading information generated by LLMs, particularly in scenarios where users excessively rely on
these models without adequate verification. For all these reasons, some researchers have proposed alternatives such as
”confabulations” or ”fabrications” .

The use of ’hallucination’ in AI though predates its current popularity. Early instances can be traced back to a 1996
paper, ”Text Databases and Information Retrieval”[6], and subsequent references in the literature, including works
from 2009 and 2014, which discussed ’hallucinating’ topics and translations in AI contexts[7, 8]. This historical
exploration underscores the evolution of the term from its psychological origins to a niche meaning within AI.

Dictionaries such as Merriam-Webster have begun to include AI-specific definitions of ’hallucination’, indicating
a broader recognition of this terminology within the field. For all these reasons, and for consistency with current
literature, we will keep this term in this paper.

2.1 Classification of Hallucinations in LLMs

We distinguish between two primary types of hallucinations in LLMs: intrinsic and extrinsic. Intrinsic hallucinations
are characterized by outputs that directly contradict factual information from the source material. For example, an
LLM summarizing a Wikipedia page on Paris2 might erroneously state that its population is 1 million, a clear deviation
from verifiable facts in the source. On the other hand, extrinsic hallucinations involve statements that, while not
directly refutable by the source material, introduce unverifiable or speculative content. An example would be an LLM
suggesting that Paris is home to the most successful soccer team in France, a claim that, although potentially true,
cannot be directly verified against the specific source material provided.

The definition of ’source’ in LLM contexts varies with the task. In dialogue-based tasks, it refers to ’world knowledge’,
whereas in text summarization, it pertains to the input text itself. This distinction plays a crucial role in evaluating and
interpreting hallucinations.

Similarly, the impact of hallucinations is highly context-dependent. For instance, in creative endeavors like poem
writing, hallucinations might be deemed acceptable or even beneficial.

2.2 Mechanics of Hallucination in LLMs

LLMs, trained on diverse datasets including the internet, books, and Wikipedia, generate text based on probabilistic
models without an inherent understanding of truth or falsity. Recent advancements like instruct tuning and Rein-
forcement Learning from Human Feedback (RLHF) have attempted to steer LLMs towards more factual outputs, but
the fundamental probabilistic nature and its inherent limitations remain. In particular, LLMs are generally trained to
predict tokens probabilistically and therefore have no notion of ground truth.

A recent study, “Sources of Hallucination by Large Language Models on Inference Tasks”[9], highlights two key
aspects contributing to hallucinations in LLMs: the veracity prior and the relative frequency heuristic, underscoring
the complexities inherent in LLM training and output generation.

3 Assessment of Hallucinations in Large Language Models

Understanding and mitigating hallucinations in LLMs necessitate a structured and quantitative approach to their quan-
tification. This section delineates a robust methodology comprising five interconnected steps, designed to measure
hallucinations effectively.

The process begins with the selection of grounding data, which serves as a critical reference point for evaluating
LLM outputs. The nature of this grounding data is inherently diverse, reflecting the specific requirements of different
applications, from the use of resumes in employment-related tasks to the incorporation of search engine results for
web-based queries.

1https://en.wikipedia.org/wiki/Hallucination
2https://en.wikipedia.org/wiki/Paris
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Following the establishment of grounding data, the next step involves the development or selection of measurement
test sets. These test sets are composed of input-output pairs, potentially including human-LLM interactions, and are
crafted to capture a wide range of scenarios. A comprehensive test set includes both a general subset, representing
typical use cases, and an adversarial subset, designed from red-teaming exercises to probe the model’s vulnerabilities
in high-risk situations.

Subsequently, the assessment process requires the extraction of claims made by the LLM. This critical step employs
a variety of methods, from manual analysis to rule-based and machine learning algorithms, each offering unique
advantages and challenges in identifying and cataloging the assertions generated by the model.

The validation of these claims against the grounding data constitutes the fourth step, wherein the LLM’s outputs
are meticulously compared with the reference material to evaluate their accuracy and fidelity. This comparison can
be executed through both automated systems and manual review, ensuring a thorough assessment of the model’s
alignment with factual information.

Finally, the assessment culminates in the reporting of metrics, with the ”Grounding Defect Rate” being a common
measure. This metric quantifies the proportion of responses from the LLM that lack proper grounding in the reference
data, offering a clear indicator of the model’s propensity for hallucination. Alongside this, additional metrics are
explored below to provide a more nuanced analysis of the model’s performance and the effectiveness of interventions
designed to mitigate hallucinatory outputs.

3.1 Automatic Evaluation of Hallucinations: Metrics and Methodologies

The automatic evaluation of hallucinations in LLMs necessitates both statistical and model-based metrics to capture
the multifaceted nature of hallucinated content.

Statistical metrics, such as ROUGE[10] and BLEU[11], serve as foundational tools for assessing text similarity, pri-
marily targeting intrinsic hallucinations. These metrics, by comparing the overlap between the generated text and
reference materials, provide an initial gauge of the model’s adherence to the provided source. However, their utility
extends further when paired with advanced metrics like PARENT[12], PARENT-T[13], and Knowledge F1[14], which
are particularly valuable in contexts where structured knowledge bases underpin the source material. Despite their ef-
fectiveness, these statistical approaches have inherent limitations, notably in their capacity to fully grasp the syntactic
and semantic subtleties inherent in natural language.

To address these limitations and provide a more granular analysis, model-based metrics come into play, offering a
diverse array of methodologies.

Information Extraction (IE)-based metrics stand out by distilling complex knowledge into relational tuples for a
straightforward comparison with the source content, thus enabling a detailed examination of the model’s output in
relation to factual accuracy.

Complementing IE-based metrics, QA-based methodologies offer a dynamic framework for evaluating the alignment
between generated content and source material. By formulating questions derived from the generated text and as-
sessing the model’s responses against the source, these metrics, exemplified by studies such as ”Evaluating Factual
Consistency in Knowledge-Grounded Dialogues via Question Generation and Question Answering”[15], provide in-
sights into the model’s understanding and representation of source knowledge.

Further enriching the toolkit, NLI-based metrics employ Natural Language Inference datasets to scrutinize the ve-
racity of hypotheses generated by LLMs, grounded on specific premises drawn from the source. This approach, as
highlighted in ”Evaluating Groundedness in Dialogue Systems: The BEGIN Benchmark”[16], offers a method for
assessing the truthfulness and logical consistency of model outputs.

Lastly, faithfulness classification metrics introduce a specialized layer of evaluation, focusing on the creation of task-
specific datasets that facilitate a nuanced and context-sensitive analysis of model outputs. This category of metrics,
illustrated by studies such as ”Rome was built in 1776: A Case Study on Factual Correctness in Knowledge-Grounded
Response Generation”[17], underscores the importance of tailored evaluations in discerning the subtleties of model-
generated hallucinations.

Together, these statistical and model-based metrics form a comprehensive framework for the automatic evaluation of
hallucinations in LLMs, each contributing unique insights and capabilities to the overarching goal of understanding
and mitigating hallucinatory outputs in LLM applications.
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3.2 Hallucination Datasets and Benchmarks

The field of hallucination measurement in Large Language Models (LLMs) is burgeoning, characterized by rapid
advancements and the increasing availability of specialized datasets and benchmarks. These resources are pivotal
for establishing baselines against which the performance and progress of LLMs in mitigating hallucinations can be
gauged.

A cornerstone in this developing landscape is the HAllucination DEtection dataset (HADES)[18], which represents an
early but significant effort to systematically quantify hallucinations. HADES was constructed by introducing perturba-
tions into raw text sourced from the web, followed by an evaluation process where human judges determined whether
these alterations resulted in hallucinations. This methodology not only provides a concrete framework for identifying
hallucinations but also sets a precedent for subsequent datasets in this domain.

Building on the foundation laid by HADES, the introduction of HaluEval[19] marks a significant expansion of avail-
able resources. HaluEval encompasses a comprehensive dataset featuring 35,000 samples, each classified as either
hallucinated or normal, specifically curated for the nuanced evaluation of LLMs. This dataset is instrumental in fa-
cilitating a deeper understanding of hallucinations, offering a rich resource for researchers and practitioners alike to
test and refine their models. Finally, ”The Troubling Emergence of Hallucination in Large Language Models - An
Extensive Definition, Quantification, and Prescriptive Remediations”[20], recently published the HallucInation eLic-
iTation (HILT), a dataset comprising of 75,000 samples generated using 15 LLMs along with human annotations for
six different categories of hallucination proposed by the authors.

Complementing these datasets, initiatives like the Hallucination Leaderboard3 and the Galileo Hallucination Index4

provide platforms for comparing the hallucination rates of state-of-the-art LLMs. These efforts not only foster a
competitive environment that drives improvements in model performance but also offer transparency and insight into
the capabilities and limitations of current LLMs in handling hallucinations.

Together, these datasets and benchmarks form an essential infrastructure for the systematic study of hallucinations in
LLMs, enabling the community to track progress, identify challenges, and drive forward the development of more
reliable and accurate models.

3.3 Human Evaluation in Hallucination Assessment

Despite the sophistication of automated metrics, the nuanced nature of language and hallucinations necessitates the
inclusion of human judgment in the assessment process. Human evaluators bring a level of understanding and inter-
pretation that is currently unmatched by automated systems, making their involvement crucial for a comprehensive
evaluation of LLM outputs. This section explores three primary methodologies employed in human evaluation: scor-
ing, comparative analysis, and red teaming.

Scoring involves human evaluators assigning a level of hallucination to LLM outputs on a predefined scale. This
method provides a quantifiable measure of the degree to which the generated content deviates from expected norms
or factual accuracy. Through scoring, evaluators contribute to a granular understanding of the model’s performance,
offering insights into the subtleties of its output that might be overlooked by automated systems.

Comparative analysis extends the evaluative process by positioning the LLM-generated content against a set of base-
line or ground-truth references. This approach not only facilitates a direct comparison of the LLM’s outputs with
established standards but also introduces an essential layer of subjective assessment. Evaluators are tasked with dis-
cerning the fidelity of the content to the source material, thereby gauging the model’s ability to generate coherent and
contextually appropriate responses.

It is important to highlight that publicly available datasets such as the ones described in section 3.2.

3.3.1 The Example of FActScore

A notable advancement in the domain of human evaluation is the FActScore[21], a metric designed to bridge the gap
between human and automated assessments. FActScore deconstructs LLM-generated content into discrete ”atomic
facts,” each evaluated for its accuracy against the source material. The metric assigns a binary accuracy value to each
atomic fact, which is then aggregated to derive the final score. This approach ensures that each fact is weighted equally,
providing a balanced and comprehensive assessment of the content’s fidelity to the source.

3https://github.com/vectara/hallucination-leaderboard/
4https://www.rungalileo.io/hallucinationindex
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Figure 1: The FActScore metric

The implementation of FActScore involves various automation strategies, leveraging LLMs to approximate the human
evaluative process. This integration of human judgment with model-based assessments exemplifies the collabora-
tive potential between human evaluators and LLMs, aiming to enhance the reliability and accuracy of hallucination
detection.

3.3.2 Red Teaming

Red teaming stands as a pivotal adversarial testing strategy, where trained human evaluators rigorously challenge
LLMs to expose potential vulnerabilities, including susceptibility to generating hallucinations. This method, while
applicable across various objectives such as minimizing jailbreaking attempts, is particularly valuable in providing a
critical layer of scrutiny beyond systematic measurements in hallucination assessment.

To maximize the effectiveness of red teaming, adhering to a set of best practices is essential. It is crucial to perceive
red teaming and stress-testing as complementary tools that enhance, rather than replace, systematic measurements.
These practices are designed to augment the robustness of LLM evaluations by introducing an adversarial perspective,
ensuring a comprehensive understanding of model performance and resilience.

Conducting tests in conditions that closely mimic real-world scenarios, particularly on production endpoints, offers
invaluable insights into the model’s behavior in actual use cases. This approach ensures that the findings are relevant
and applicable to the environments in which the LLMs will operate.

The definition of potential harms and the establishment of clear testing guidelines are fundamental steps in preparing
for red teaming. These guidelines ensure that all participants share a common understanding of the objectives and
ethical boundaries of the testing process, thereby aligning efforts and focusing on predefined areas of interest.

5
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Prioritization of focus areas within the red teaming exercises allows for targeted investigations, directing resources and
attention towards the most critical features, harms, and scenarios. This focused approach not only enhances efficiency
but also increases the likelihood of uncovering significant insights.

The diversity and expertise of the testers play a crucial role in the depth and breadth of the evaluation. A team compris-
ing individuals from varied backgrounds and with diverse skill sets can approach the task from multiple perspectives,
enriching the assessment with a wide range of insights and uncovering biases that might otherwise go unnoticed.

Documentation throughout the red teaming process is indispensable, providing a structured framework for capturing
findings and facilitating subsequent analysis. Clear, detailed records of the testing methodologies, scenarios, and
outcomes form the backbone of an effective evaluation, enabling the systematic review and replication of tests.

Moreover, managing the time and well-being of testers is of paramount importance. Establishing reasonable time
commitments and being mindful of the potential for burnout are critical in maintaining the quality and creativity of
the testing efforts. Adequate planning and support ensure that testers remain engaged and productive throughout the
process.

Emerging strategies in red teaming, such as leveraging LLMs to test other LLMs, represent innovative approaches to
enhancing the rigor and efficiency of these assessments. For instance, initiatives like DeepMind’s exploration of ”Red
Teaming Language Models with Language Models”[22] underscore the potential of using AI to refine and strengthen
the robustness of LLMs against hallucinations and other challenges.

In sum, red teaming is an indispensable component of a comprehensive LLM evaluation strategy, offering unique
insights and fostering improvements in model resilience and reliability. By adhering to these best practices, researchers
and practitioners can harness the full potential of red teaming to advance the state of the art in LLM development and
deployment.

4 Strategies for Mitigating Hallucinations in Large Language Models

The inherent complexity of LLMs and their training processes means that hallucinations, to some extent, are an
inevitable occurrence[23]. Recognizing this, the focus shifts from attempting to eliminate hallucinations entirely to
effectively mitigating their frequency and impact. Mitigation requires a nuanced, multifaceted approach, tailored to
the specific needs and contexts of various LLM applications. This section outlines several practical strategies aimed
at reducing the prevalence of hallucinations and their potential to mislead or cause harm.

The figure above illustrates the complexity of the mitigation process, emphasizing that no single strategy suffices;
rather, a combination of approaches is necessary to address the diverse manifestations of hallucinations in LLMs.
These strategies range from technical interventions in the model’s training process to procedural safeguards imple-
mented during its deployment and use. The following subsections will delve into these strategies in detail, highlighting
how they can be applied individually and in concert to minimize the adverse effects of hallucinations.

4.1 Product Design and User Interaction Strategies

Mitigating hallucinations in Large Language Models (LLMs) commences at the foundational stage of use case and
product design, necessitating a strategic approach that integrates user interaction considerations to minimize the oc-
currence and impact of hallucinations.

At the use case design level, the focus is on configuring applications in a manner that intrinsically diminishes the risk
of hallucinations. This might involve, for example, orienting the application towards generating opinions rather than
factual content in scenarios where subjective interpretations are less prone to inaccuracies.

Transitioning to product-level strategies, several recommendations have emerged as effective in enhancing the relia-
bility and accountability of AI-generated content. Enabling user editability stands out as a critical feature, allowing
users to directly modify AI-generated content, thereby instilling a layer of human scrutiny and intervention that can
catch and correct hallucinations.

Emphasizing user responsibility is another pivotal strategy, where users are made aware of their role in reviewing and
ensuring the accuracy of the content they generate and disseminate using the LLM. This approach fosters a culture of
accountability and vigilance among users.

Incorporating citations and references within the generated content offers a tangible means for users to verify infor-
mation, thereby promoting transparency and trust in the AI’s outputs. Operational modes, such as a ”precision” mode,
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Figure 2: Mitigating hallucinations requires a multifaceted approach

present a trade-off between computational efficiency and accuracy, giving users the choice to prioritize depth and
correctness of content when needed.

User feedback mechanisms play an essential role in the continuous improvement of LLMs. By enabling users to flag
inaccuracies or hallucinations, developers can gather valuable insights to refine the model and enhance its reliability.

Controlling the length and complexity of AI-generated responses can also serve as a preventive measure against hal-
lucinations, as shorter and simpler outputs are typically less susceptible to generating erroneous content.

Finally, employing structured input and output formats, especially in applications like resume generation, can signif-
icantly mitigate the risk of hallucinations by confining the AI’s responses to predefined parameters and reducing the
scope for inaccuracies.

Together, these product design and user interaction strategies form a comprehensive approach to mitigating hallucina-
tions in LLMs, emphasizing the synergy between technological sophistication and user-centric design principles.

4.2 Data Management and Continuous Improvement

A cornerstone of effectively mitigating hallucinations in Large Language Models (LLMs) lies in the meticulous man-
agement of data and the commitment to continuous improvement of the models. Establishing and rigorously main-
taining a tracking set dedicated to hallucinations plays a pivotal role in this process. Such a tracking set not only
serves as a repository of instances where the LLM has generated hallucinated content but also functions as a crucial

7
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resource for analyzing patterns, identifying recurring issues, and guiding targeted interventions to enhance the model’s
performance.

The management of this data, however, brings to the forefront the critical importance of adhering to stringent data
privacy and security best practices. Given the potentially sensitive nature of the content within the tracking set,
ensuring the confidentiality, integrity, and availability of this data is paramount. This involves implementing robust
security measures, from encryption and access controls to regular audits and compliance checks, to safeguard against
unauthorized access and potential data breaches.

Moreover, the ethos of continuous improvement underpins the entire process of managing hallucinations in LLMs. By
leveraging the insights gleaned from the tracking set, developers and researchers can iterate on the model’s design,
training methodologies, and operational parameters. This iterative process, grounded in empirical evidence and guided
by best practices in data management, fosters a cycle of ongoing refinement and enhancement, ensuring that LLMs
become progressively more adept at minimizing hallucinations while maintaining high standards of data privacy and
security.

4.3 Prompt Engineering and Metaprompt Design

The nuanced practice of prompt engineering and the strategic construction of metaprompts are critical in optimizing
the functionality of Large Language Models (LLMs)[24], particularly in anchoring their responses and diminishing
the occurrence of hallucinations. Insights from recent studies illuminate the profound influence that well-crafted
directives within metaprompts exert on mitigating hallucinatory outputs. By delineating the bounds of acceptable
responses and channeling the LLM towards more accurate and relevant outputs, we can significantly curtail the rates
of hallucinations.

Central to the efficacy of metaprompts is their capacity to convey explicit instructions to the LLMs. An adeptly
designed metaprompt not only delineates what the model should avoid but also propels it towards viable alternatives,
thereby enriching the fidelity and pertinence of its responses. This approach of simultaneously imposing constraints
and offering direction proves to be a potent method in securing the LLM’s adherence to the grounded reality.

4.3.1 General Guidelines to Curb Hallucinations

In the realm of prompt engineering and metaprompt design, several guiding principles emerge as instrumental in
reducing hallucinations:

Simplifying complex tasks into more digestible components enables LLMs to better comprehend and execute instruc-
tions, leading to outputs that are both coherent and closely aligned with the intended context. Employing the innate
functionalities and features embedded within metaprompts can significantly enhance the model’s grasp and fulfillment
of tasks. Incorporating examples within prompts, a technique known as few-shot learning, provides the model with
concrete references, clarifying the expected format and substance of the response.

Iterative refinement of the metaprompt, based on the model’s performance, allows for continuous enhancement of the
quality and relevance of the generated content (see next prompt fine-tuning below). It is imperative to recognize that
while these strategies are pivotal in bolstering the grounding of LLM outputs, they invariably introduce computational
demands. Thus, when integrating LLMs into product designs, it becomes crucial to judiciously navigate the balance
between augmenting grounding accuracy and maintaining computational efficiency. Striking this balance is essential
for the effective and sustainable deployment of LLMs in various applications.

4.3.2 Fine-Tuning Your Prompts

Fine-tuning prompts involves an iterative approach to enhancing the Large Language Model’s (LLM’s) adherence to
directives and improving the grounding of its responses. Adopting an assertive tone, for instance, can significantly
influence model compliance. Emphasizing certain directives, possibly through the use of ALL CAPS or highlighting,
can draw the model’s attention to key instructions, thereby improving its performance.

Understanding that context is paramount, providing the LLM with ample background information can serve to better
anchor its responses in the relevant factual framework. This foundational context enables the model to generate outputs
that are more aligned with the given scenario.

The process of refinement is iterative, necessitating a reevaluation of the model’s initial outputs and the subsequent
adjustment of prompts to hone the desired outcome. Inline citations represent a strategic tool in this process, prompting
the model to substantiate its claims and thereby fostering a layer of accountability and verifiability in its responses.
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Figure 3: Chain of Thought compared to standard prompting

Framing the task at hand can also have a profound impact on the results. Tasks framed as summarization activities,
for example, tend to yield more grounded outputs than those approached from a question-answering perspective. This
distinction underscores the importance of carefully considering how tasks are presented to the model.

Selective grounding is another critical consideration, requiring a discernment of scenarios where grounding is im-
perative versus those where it may be less critical. This selective approach ensures that computational resources are
allocated efficiently, focusing on grounding where it most significantly enhances the output’s value.

Reiterating key points towards the end of the prompt can serve to reinforce their importance, ensuring that essential
instructions are not overlooked. Echoing vital details from the input within the prompt itself can further ensure that
the model’s output remains closely aligned with the source data.

Algorithmic filtering can be employed to navigate through the vast information processed by the model, prioritizing
data that is most relevant to the task at hand. This targeted approach aids in focusing the model’s attention and
resources on information that most significantly influences the quality of its output.

In the subsequent sections, we will explore advanced prompting techniques, including the ’chain of thought’ approach,
and examine how Retrieval-Augmented Generation (RAG) can be utilized to achieve more effectively grounded re-
sults. These advanced strategies offer a glimpse into the evolving landscape of prompt engineering, promising new
avenues for enhancing the fidelity and utility of LLM outputs.

4.3.3 Chain of Thought

The concept of Chain of Thought (CoT) was introduced in the paper ”Chain-of-Thought Prompting Elicits Reasoning
in Large Language Models” by researchers at Google[25]. This innovative approach is predicated on the understanding
that Large Language Models (LLMs) are fundamentally designed to predict the next sequence of tokens rather than
to engage in explicit reasoning processes. By delineating the necessary reasoning steps within the prompt, however,
it becomes possible to steer LLMs towards a more reasoned and logical output, aligning them closer to the cognitive
processes they aim to emulate (see Figure 3).

A pivotal aspect of CoT is the distinction between its implementation methods. The so-called ”Manual CoT” involves
explicitly providing examples of the reasoning steps, highlighted in blue in the illustrative examples in Figure 4,
guiding the LLM through the thought process. This method contrasts with the ”zero-shot CoT,” where the model is
simply instructed to ”think step by step” without concrete examples. While the manual approach tends to yield more
effective results by offering clear reasoning templates, it faces challenges in scalability and maintenance due to the
need for tailored examples.

The CoT methodology embodies a structured extension of the general recommendation to ”simplify complex tasks.”
By breaking down the reasoning process into discrete, manageable steps, CoT not only facilitates a more logical and
coherent output from LLMs but also significantly mitigates the incidence of hallucinations across various applications.

9
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Figure 4: Zero-shot vs. Manual Chain of Thought

This approach underscores the potential of prompt engineering to enhance the reasoning capabilities of LLMs, making
it a valuable tool in the broader strategy to minimize hallucinatory content.

4.3.4 Grounding with RAG

Retrieval-Augmented Generation (RAG) represents a pivotal advancement in enhancing the capabilities of Large Lan-
guage Models (LLMs). Introduced by Facebook in 2020, specifically in relation to their BART model[26], RAG has
been adopted widely, including its integration into the Hugging Face library, marking a significant milestone in the
evolution of LLMs.

The Core Concept At its core, RAG is designed to synergize a retrieval component with a generative model, al-
lowing for a harmonious interplay between the two. This innovative approach is depicted in Figure 5. Note though
that current approaches to RAG operate in a zero-shot setting, typically without the need for additional training or
fine-tuning illustrated in that early instance of RAG.

By integrating retrieval capabilities, RAG empowers LLMs to draw upon external sources of information, significantly
grounding the generated content in verifiable data. The retrieval component sources pertinent information, which is
then artfully woven into the model’s output, ensuring responses are not only coherent but also contextually grounded.

As RAG continues to mature, it has become a cornerstone technique for prompt engineers, particularly in its applica-
tion to more complex scenarios. It stands as a testament to the potential of combining simple retrieval mechanisms
with the generative prowess of LLMs to enhance content reliability and mitigate the risk of hallucinations.

RAG known caveats and guardrails Despite its efficacy, RAG is not without its challenges, particularly the risk of
over-reliance on retrieved results, which can inadvertently lead to inaccuracies or hallucinations. The key to navigating
these pitfalls lies in recognizing and strategically addressing potential shortcomings.

For instances where retrieval yields no results, prompt designs must incorporate fallback strategies, such as politely
declining to answer while suggesting alternative query formulations. This approach helps maintain user trust by
transparently acknowledging the model’s current limitations.
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Figure 5: Retrieval Augmented Generation can be used for mitigating hallucinations

Ambiguous queries require a different tactic, emphasizing the need for clarification. In scenarios where a query could
be interpreted in multiple ways, it’s prudent to engage the user in refining their request, thereby reducing ambiguity
and enhancing the relevance of the response.

Addressing incorrect retrieval results poses a more complex challenge, as it demands a nuanced understanding of the
retrieval engine’s performance within specific contexts. Continuous analysis and prompt optimization in areas known
for retrieval inaccuracies are crucial for minimizing the impact of erroneous information on the model’s outputs.

By implementing these strategies, RAG can be effectively utilized to ground LLM responses, reducing the likelihood
of hallucinations while ensuring the model remains responsive and informative, even in the face of imperfect retrieval
outcomes.

4.4 Advanced Prompt Engineering Techniques

In recent months, the quest to address hallucinations and improve grounding in Large Language Models (LLMs)
has spurred a wave of innovation, yielding a suite of advanced prompt engineering techniques. These methodologies
represent a significant departure from the foundational strategies previously discussed, delving deeper into the nuanced
interplay between prompt design and model output quality. For those seeking a deeper dive into the realm of prompt
engineering, I recommend exploring my earlier work, ”Prompt Engineering 201: Advanced methods and toolkits,”
which offers a comprehensive overview of these sophisticated approaches.

One of the critical considerations when employing advanced prompt engineering techniques is the inherent trade-offs
they present, notably in terms of complexity, latency, and computational cost. These methods often necessitate multiple
interactions with the LLM, which can introduce delays and elevate expenses. Despite these challenges, the potential
benefits these techniques offer in terms of enhanced grounding and diminished hallucinations can be compelling,
particularly in applications where accuracy and reliability are paramount.

Furthermore, the evolving landscape of LLMs presents opportunities to leverage these advanced techniques in con-
junction with smaller, more efficient models. This synergy can strike a balance between achieving high-quality outputs
and maintaining manageable operational costs. By integrating these sophisticated prompt engineering strategies into
your toolkit, you can navigate the complexities of LLM applications more effectively, making informed decisions
about when and how to apply these methods to optimize performance without incurring prohibitive costs.

4.4.1 Self-consistency

The concept of self-consistency, as delineated in ”SelfCheckGPT: Zero-Resource Black-Box Hallucination Detection
for Generative Large Language Models”[27], introduces a novel approach whereby a Large Language Model (LLM)

11



A PREPRINT - NOVEMBER 5, 2024

Figure 6: Illustration of the self-consistency approach in a question-answering scenario

is utilized to cross-verify its own outputs. This ensemble-based strategy involves prompting the LLM to produce
multiple responses to the same query, with the underlying premise that a higher degree of consistency among these
responses serves as an indicator of their reliability.

As illustrated in Figure 6, this method is particularly effective in question-answering contexts, where ”consistency” is
quantified by the alignment of answers across different instances. The original study expands on this by introducing
additional metrics for consistency assessment, including BERT-scores and n-gram overlaps, alongside a composite
measure that amalgamates these individual metrics, offering a multifaceted view of response accuracy.

4.4.2 Reason and Act (ReAct)

The ReAct methodology, detailed in ”ReAct: Synergizing Reasoning and Acting in Language Models”[28], proposes a
structured framework for LLMs that interleaves verbal reasoning with actionable steps. This approach not only fosters
dynamic reasoning within the model but also enhances the coherence and groundedness of its outputs, as depicted in
Figure 7.

A significant advantage of ReAct is its potential to curtail hallucinatory content, particularly when compared to earlier
methodologies such as Chain of Thought (CoT). The integration of reasoning and action sequences not only contributes
to a more grounded and trustworthy model output but also introduces a structured format that the LLM can follow. It’s
noteworthy, however, that this structured approach may slightly constrain the model’s reasoning flexibility, a trade-off
that underscores the intricate balance between enhancing model reliability and preserving its adaptability.

4.4.3 Reflection

Building on the concept of self-consistency, where the similarity of responses to the same query suggests confidence,
the technique of Reflection delves into a more direct interrogation of an LLM’s confidence in its own outputs. As
highlighted by Eric Jang, emerging evidence suggests that models like GPT-4 may possess the capability to critically
assess and revise their outputs based on an internal evaluation of their logical soundness.

The approach, as detailed in the ”Reflection” paper[29], is characterized as ”reinforcement via verbal reflection.” This
method involves an LLM, acting as both the actor and the evaluator, generating a hypothesis and then assessing its
validity. A self-reflection component synthesizes a summary of this assessment, which is iteratively refined until the
evaluator deems the response sufficiently accurate. This reflective process has been shown to significantly enhance the
model’s ability to identify and rectify hallucinations, even outperforming the ReAct framework in certain instances.
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Figure 7: The ReAct approach to integrating reasoning and action in LLM outputs
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Figure 8: Illustration of Dialog-Enabled Resolving Agents (DERA) in action

4.4.4 Dialog-Enabled Resolving Agents (DERA)

The DERA framework[30] introduces a novel dialog-based approach tailored for high-stakes domains such as health-
care. It delineates distinct agent roles within a dialog, including ”Researchers” who explore various facets of a query
in parallel and a ”Decider” who synthesizes their findings into a conclusive response. This parallel processing con-
trasts with the sequential nature of reflection in the Reflexion model, offering a dynamic and collaborative approach
to problem-solving and decision-making, as illustrated in Figure 8.

4.4.5 Chain-of-Verification (COVE)

COVE[31], introduced by Meta, presents an iterative self-verification method wherein an LLM drafts an initial re-
sponse, formulates verification queries to fact-check this draft, independently answers these queries to avoid bias, and
finally, synthesizes a verified response. This process, depicted in Figure 9, embodies a comprehensive approach to
enhancing the reliability and factual accuracy of LLM outputs by integrating a self-contained verification loop.

4.4.6 Rails

Rails represent a sophisticated mechanism for directing the output of a Large Language Model (LLM) through pro-
grammable constraints. Defined using Colang, a straightforward modeling language, and Canonical Forms that serve
to standardize expressions in natural language, rails offer a dynamic framework for modulating LLM behaviors5.

Among the various applications of rails, the Fact Checking rail stands out for its relevance to our discussion on
minimizing hallucinations. This specific rail is engineered to enhance the factual accuracy of LLM outputs, serving as
a guardrail against the generation of unfounded or erroneous content.

5https://github.com/NVIDIA/NeMo-Guardrails/blob/main/docs/README.md
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Figure 9: The Chain-of-Verification (COVE) process

4.4.7 Guidance (Constrained Prompting)

The concept of ”Constrained Prompting,” introduced by Andrej Karpathy, encapsulates methodologies that integrate
generation, prompting, and logical control within the operational flow of LLMs. This approach aims to provide a
structured framework that guides the LLM’s output more precisely.

Guidance represents a pioneering example of this concept, functioning not merely as a prompting technique but as
a full-fledged ”prompting language”6. It leverages templates based on Handlebars syntax to facilitate a seamless
integration of prompting and generation, along with the management of logical control flow and variables. This
structured approach ensures that, at any point in the process, the LLM can be utilized for text generation or to make
logical decisions, thereby offering a comprehensive toolkit for implementing a wide array of strategies discussed in
this post.

Through the application of Guidance, developers can harness the full potential of constrained prompting, enabling
the implementation of sophisticated logic and control mechanisms within LLM workflows. This advanced technique

6https://github.com/guidance-ai/guidance
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underscores the evolving landscape of LLM interaction, where structured, language-based frameworks empower users
to shape and steer model outputs with unprecedented precision.

4.5 Model Selection and Configuration for Hallucination Mitigation

Mitigating hallucinations in Large Language Models (LLMs) extends beyond prompt engineering to encompass strate-
gic model selection and nuanced configuration settings. The inherent characteristics of the chosen model, along with
how it’s configured, play pivotal roles in its propensity to produce grounded, accurate responses.

The size and complexity of an LLM are fundamental determinants of its grounding capabilities. For example, ad-
vancements from GPT-3.5 to GPT-4 have demonstrated a notable improvement in reducing hallucinations, attributable
to the larger model’s enhanced data processing and learning depth. This suggests a correlation where more extensive
and sophisticated models tend to be better equipped at understanding context and maintaining factual consistency.
Note though that ”size is not all that matters”. It is advisable to refer to some of the leaderboards described in section
3.2 for an up-to-date, independent, assessment of how different models fare.

Another critical aspect of configuration involves the model’s temperature setting, which governs the randomness of
its outputs. Opting for a lower temperature can steer the model towards more predictable and conservative outputs,
thereby reducing the risk of hallucinatory content. This setting acts as a dial to balance the model’s creativity against
the need for precision and reliability, allowing for tailored adjustments based on the application’s specific demands.

In essence, the deliberate selection of an LLM and thoughtful adjustments to its operating parameters can significantly
influence its effectiveness in avoiding hallucinations. This approach underscores the importance of a holistic strategy
that combines model selection with optimal configuration to enhance the reliability of LLM outputs.

4.6 Mitigating Hallucination Through Alignment Techniques

Alignment techniques, designed to harmonize Large Language Models (LLMs) with human preferences, also hold
potential for mitigating hallucinations when applied judiciously.

Instruction tuning, for instance, has been shown to reduce hallucinations when the model is fine-tuned with a carefully
curated instruction dataset. This approach, as discussed in recent studies[32], leverages targeted instructions to guide
the model towards generating more accurate and grounded responses.

Tailoring models through domain-specific fine-tuning represents another effective strategy. By focusing the model’s
training on a specific field or subject area, it becomes more adept at producing relevant and factually consistent outputs,
particularly in specialized applications where accuracy is paramount.

Reinforcement Learning from Human Feedback (RLHF) has emerged as a powerful method for refining model outputs
based on human preferences[33]. In contexts where domain-specificity is key, RLHF can significantly contribute to
reducing instances of hallucination by steering the model towards responses that align more closely with human
expectations and factual accuracy.

However, the success of these alignment techniques in curbing hallucinations hinges on the quality of the data and
the nature of the feedback provided. Alignment aims primarily at resonating with human preferences, which may not
always prioritize the reduction of hallucinations. There have been instances where the application of RLHF, without
careful consideration of the feedback’s grounding, has inadvertently led to an increase in hallucinatory content. Thus,
the implementation of these techniques necessitates a nuanced approach, ensuring that the feedback and data used for
alignment are well-grounded and reflective of factual accuracy.

5 Conclusions

The phenomenon of hallucinations in Large Language Models (LLMs) has surged to the forefront of AI research as
these models become increasingly integrated into various applications. With the growing reliance on LLMs, the im-
perative to mitigate hallucinations has never been more pronounced. This paper has outlined that while hallucinations
are an inherent aspect of current LLMs, their mitigation necessitates a multifaceted approach, encompassing advanced
prompting techniques, careful model selection and configuration, and alignment with human preferences.

Advanced prompting techniques such as Self-consistency and Reflection offer promising avenues for reducing hallu-
cinations by enhancing the self-awareness and reasoning capabilities of LLMs. Similarly, strategic model selection
and configuration, particularly in terms of model size and temperature settings, play a crucial role in grounding model
outputs. Alignment techniques like instruction tuning and RLHF further underscore the importance of tailoring LLM
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behavior to closely align with human feedback and preferences, albeit with the caveat that the effectiveness of these
methods is contingent upon the quality of the underlying data and feedback.

As the field continues to evolve at a rapid pace, there is a justified optimism that ongoing research and innovation will
lead to significant advancements in reducing the incidence and impact of hallucinations in LLMs. The collective efforts
across various domains of AI research are poised to enhance the reliability and trustworthiness of LLMs, ensuring their
beneficial integration into society.
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